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What Is Integrity VM?

Wl e ool
OpenVMS guest OS HP-UX guest OS _

VM1 VM 2 VM 3

Integrity VM

HP-UX

Hardware

= Guest As Applications = OS Fault & Security = Any Integrity hardware,
Isolation Blade or nPar

= Heterogeneous guests

= Optimal Resource Usage
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Dynamic CPU Allocation

Virtual machines automaticallv benefit from instant capacitv on host......

Virtual Machine 1

O

Virtual Machine 3

Virtual Machine 2
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= 1 or more vCPUs/VM
= VCPUs/VM <= pCPUs
Host = Entitlements for each VM
(SEEAEE )y giir:e%ﬁ‘éf = 20 VMs/Core
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vCPU add/delete needs VM
reboot
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CPU Entitlements

Virtual Machine 1 Virtual Machine 2 Virtual Machine 3
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Dynamic Network Sharing

Virtual Machine 1 Virtual Machine 2
(ON) (O

Logical port —

) either physical
e (lan) port, or
"o APA port or

y"ﬂ vlan port

©2010 Hewlett-Packard Deelopment Company, L.P.

Virtual Machine 3

(ON)

Physical NIC's
bandwidth
shared between
2 VMs

Guest-Guest
communication
through a Virtual
Switch

Physical NIC
associated to
only one VM
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Storage Virtualization

Host (Integrity VM + HP-UX)
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» Integrity VM
virtualizes a SCSI
device

= Device associated
to a guest could be:

= File
= Logical Volume

» Physical
Disk/DVD

= SAN
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Hardware Consolidation

= Consolidation of end-of-
support-life servers with
legacy applications

Low power consumption

Reduce cooling needs Sgu=
Less floor space
Deployment agility

Resource allocation
flexibility

. Cut HW, SW &
Mmaintenance costs




Hardware consolidation for test/ development

VM App A test on VM _
OS K version L.M App B dev on OS K version X.Y

vM AppAdevon || VM _

0S K version X.Y App B test on OS J version H.I

VM App Atest on VM App B test on OS K

OS J version H.I. version G.H

VM App A dev on VM App B dev on OS J

OS J version F.G version F.G

Integrity VM Host
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Scenarios:

=*Monolithic & distributed
application development &
testing

=Qualification on multiple OS
versions

*Development & testing on
multiple configurations

Benefits:

*Cheaper — Fewer “test”
boxes

»Faster— Ready to boot
"0r ready to use
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Disaster Recovery

- Benefits

= Fewer physical
servers at DR
site

= DR servers
ready-to-
boot/active
standby;
otherwise used
for
development,
test, evaluation,
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Production
Site

Remote
Site
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Features Supported

— Runs on any Integrity Servers with Intel VT-i enabled
processors

— Para-virtualized drivers to support Accelerated Virtual 1/0

— OpenVMS cluster support
- Between Guest and Physical
- Between Guests within same host
- Between Guests across hosts
- Volume Shadowing
- IPCI

— Supports migration (Offline/Online) of VMS guest (standalone)
from one host to another

— Guest Monitoring through HPSIM
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Monitor

S moni modes
OpenVMS Monitor Utility

=== 4F TIME IN PROCESSOR MODES
| CUR | on node BVMS1
- + 7-0CT-2010 12:24:44.95
Combined for 4 CPUs 100 200 300 400
- - - -+ - - - -+ - - - -+ - - - -+

Interrupt State

MP Synchronization
Kernel Mode
Executive Mode
Supervisor Mode
User Mode

In use By Host
Idle Time
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Troubleshooting — Logging tools

— Fair Share Scheduler (FSS)
» /var/adm/syslog/syslog.log

e #ch_rc-v-l-p VMMLOGSIZE
e #ch_rc-a-l-p VMMLOGSIZE = 4096
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Troubleshooting — Performance

— hpvmstatus -<options> (e, i, r,d, V,s,S ...)
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Troubleshooting — Devices

— hpvmdevinfo
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Troubleshooting — Scenarios

—Virtual Switch doesn’t exist
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Troubleshooting — Scenarios

— Guest not started
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Troubleshooting — Scenarios

— VvNIC doesn’t respond
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Troubleshooting — Scenarios

— Guest Hang
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Troubleshooting — Scenarios

— Guest Crash

22 Connect OpenVMS Bootcamp, Nashua 2010 @



Troubleshooting — Scenarios

— Guest Disappear

— Collects log files, system status, device information, configuration
information, guest information, crash dumps

23 Connec t OpenVMS Bootcamp, Nashua 2010 @



References

— Integrity VM Cookbook
— Integrity VM Install/configuration guide
— HP Integrity Virtual Machines 4.2: Release Notes

— Troubleshooting

— Contacts
- Office of OpenVMS Programs

*( )

- Product Manager: Shastri Vivasvan Sudhir
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http://h71000.www7.hp.com/openvmsft/hpvm/integrityvm_cookbook.pdf
http://bizsupport1.austin.hp.com/bc/docs/support/SupportManual/c02023903/c02023903.pdf
http://bizsupport2.austin.hp.com/bc/docs/support/SupportManual/c02471305/c02471305.pdf
mailto:openvms.programs@hp.com
mailto:Vivasvan.shastri@hp.com
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